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Background

= Pause-internal phonetic particles (PINTs) include silences, inhalation and exhalation noises, filler particles “uh” and “um”, and tongue clicks
= PINTs provide listener benefits for text-to-speech (TTS)[1-3]
Goals: 1) Model PINTs for synthesized speech (technological contribution)

2) Incorporate synthesized PINTSs into perceptual experiment (methodological contribution)

Method condition PINTSs dur | total dur |, prop

English-language lectures from Open Yale Courses [4] natural 15.96 41.57 38 .39

" Training data segmented into breath groups [5-6] Controlled PINT 13.82 40.82 33.86
= ControlledPINT: transcribed PINTs AutoPINT 7.95 36.11 22.00

= AutoPINT: removed all PINTs transcriptions . . . o
Fig. 1: Compared duration for five sentence excluded from training

= PyTorch implementation of Tacotron2 [7] data. PINTs/total dur measured in seconds.

" Pre-trained on LISpeech [8]

" Neural Vocoder HiFi-GAN [9] conditon mean , median , mode , sd
= Participants listened to audio samples and evaluated how

"certain" the speaker sounded of their opinion PINTsless .90 § 7 1.10
= Likert: 1 (completely uncertain) to 7 (completely certain) long silence 4.31 4 4 1.30
= Listeners heard 40 stimuli (10 sentences x 4 conditions) fuller particle 3.72 | E 1.24
= 50 native English participants from UK combinatory 3.01 3 -+ 1.27

Fig. 2: Descriptive statistics for certainty ratings by condition.

Summary

ControlledPINT performs like natural speech (Fig. 1) Modeled pause particles from spontaneous speech

PINTsless condition most certain (Fig. 2) First system to produce discourse clicks

Best model: Able to generate pause materials with and without labels

=  cImm(certain ~ condition + (1]id) + (1 [stimuli)) PINTsless version was highest rated

Post-hoc pairwise comparison using Tukey method for Combinatory condition was the lowest rated

conditions Tongue clicks can serve many functions

All comparisons significant except between filler particle and Tongue clicks generated by TTS engine might behave
combinatory condition differently than our intended function
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